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1. Easy to use by App designers & users
2. Multi-use case coverage
3. On-device ML training

3a. Single-app FL modeling
3b. Joint-app FL modeling

4. Secure & private ML training
5. Production ready

DESIGN CHALLENGES ENVISIONED USE CASES

2nd use case:
Collaborative similar
apps for same ML 
problem
• Instagram+Facebook
•YouTube+Netflix

3rd use case:
Collaborative, but 
orthogonal apps for 
new ML problem
•Uber+Spotify
•GMaps+Spotify

1st use case:
Individual apps for 
own ML problem
•Movistar
•Spotify
• Instagram

ADMIN INTERFACE
On-boarded 

Client Devices
FLaaS Customer 

Project

• 144 unique users, 5 EU countries
• 4 weeks long (2-week windows/user)
• 116 Android models, 15 manufacturers
• Samsung(44%),Xiaomi(24%),Huawei(12%)

• Demographics:
• 61% male : 39% female
• 18-29y: 34%
• 30-39y: 41%
• 40-49y: 17%
• 50+y: 8%

• 3780 survey responses for feedback

REAL USER STUDY DESIGN
Device Availability for ML tasks:
• 94-99% of devices available/day
• 37-82% of devices available/hour
Impact on Phone Performance:
• 90.8% users: no change
• 8.5% users: somewhat slower device
• 0.8% users: very slow device
Impact on Phone Battery:
• 73.7% remarked no change
• 22.7% noticed some change
• 3.6% noticed drastic change
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SYSTEM ARCHITECTURE
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FLaaS Local:
• Comms with Server
• Comms with Apps
• Notifications
• Model Aggregation
• Authentication

CLIENT DEVICE MODULES

FLaaS Library:
• Comms with FLaaS Local
• Comms with App
• Data Access Policy
• On-device ML training

ON-DEVICE FUNCTION TIME COSTS 

ON-DEVICE ML-TRAINING COST MODEL UTILITY IN THE WILD
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https://github.com/FLaaSResearch
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Django administration WELCOME, NICOLAS. VIEW SITE / CHANGE PASSWORD / LOG OUT

Home › Api › Projects › MobiSys2022_Test1_IID_JS

Title:

Description:

Status:

Model:

Dataset:

Dataset type:

Training mode:

Number of rounds:

Number of apps:

Number of samples:

Number of epochs:

Responses ratio threshold:

Max training time:

Valid round training
threshold:

MobiSys2022_Test1_IID_JS

A test project for MobiSys 2022 conference Demo

Completed

Project State.

CIFAR-10 - B20

Model type.

CIFAR-10

Training dataset.

IID

Joint Samples

2

Max number of succesfull FL rounds until the project is complete.

3

Number of apps per device.

150

Number of samples per app.

20

Number of epochs per device.

0.80

Ratio of valid devices that needs to be fulfilled for running a trainning round.

60

Max training time (in minutes) for a round to wait for incoming training responses.

0.70

A round will only be considered as valid if the given ratio of device responses is
fulfilled.
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